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WHAT IS CD?




“Continuous Delivery is the
ability to get changes of all
types —including new features,
configuration changes, bug fixes
and experiments—Iinto
production, or into the hands of
users, safely and quickly In a
sustainable way.”
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LEARNINGS

Automate, automate, automate

ook for hidden silos
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Production 1
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. Build + UserAcceptance
O git
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https://github.com/... e —

Rename: my-artifact....

» CapacityTesting

1
file:///tmp/perf-scri...

Initial commit

Copyright © 2016 ThoughtWorks, Inc. Licensed under Apache License, Version 2.0. Go includes third-party software. : Go Version: 16.2.0(21760-6bf011dce5d685e4dc0380a34037a362558408aa)

(cc) CCTray Feed | APls : Plugins : Community | Server Details | Help
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DEV & TEST DEV & TEST

3 to 4 month release cycle



‘ ® O / ) GitHub - gocd/gocd: Main X\

(P S Hﬂ GitHub, Inc. [US] ] https://github.com/gocd/gocd i\ﬂ >

O Personal Opensource Business Explore Pricing Blog Support This repository  Search Sign in m

® Watch 177 % Star 2,407 ¥ Fork 428

|/ gocd / gocd

<> Code (1) Issues 598 1) Pull requests 25 =) Wiki 4~ Pulse .I1 Graphs

Main repository for GoCD - Continuous Delivery server https://go.cd

D 3,461 commits ¥ 3 branches ¢ 13 releases doh 71 contributors
L

Branch: master ~ New pull request Find file Clone or download ~

Latest commit bac6124 8 hours ago

ketan Merge pull request #2254 from zabil/xsltcompiledtemplatesclassloader

BB .github Update ISSUE_TEMPLATE.md 3 months ago

BB addon-api/database Bumping revision to 16.6.0 12 days ago
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LEARNINGS

Frequency reduces difficulty

Automation costs pay for themselves
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“Continuous Delivery is the
ability to get changes of all
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and experiments—Iinto
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Microservices



Creating Microservice Deployment Pipelines with Netflix’s Spinnaker: A

Perspective from Google

by Daniel Bryant on Feb 28, 2016 | = Discuss

srere (O HEIEEEC

At the microXchg 2016 conference, held in Berlin, Germany, Rick Buskens presented
“Microservice Deployment Pipelines with Spinnaker”, which discussed the collaboration between
Netflix and Google on the Netflix-conceived Spinnaker continuous delivery platform. Spinnaker
can be used to create build pipelines for safe and predictable deployment of microservice
applications across multiple cloud providers.

Buskens, an engineering manager of developer infrastructure at Google, began the talk by stating
the motivations of Google’s interest in the Netflix-led development of the Spinnaker continuous
delivery tool. Netflix is widely known for utilising a microservice architecture to power its streaming
video platform, and the associated number and dynamism of components within this architecture
means that Netflix is frequently deploying code.

Failure of any microservice can lead to disrupted user experience, and therefore the need for safe
deployments is critical. Netflix has extensive experience of ensuring safe deployments at an
‘industrial-scale’. Accordingly, Google have been working alongside the Netflix team with the goal
of creating effective and widely applicable tooling for supporting continuous delivery within
microservice-based projects.

l My Reading List Read later
RELATED CONTENT

Netflix Keystone - How We Built a
700B/day Stream Processing Cloud
Platform in a Year May 19, 2016

Monkeys in Lab Coats: Applying

Failure Testing Research @Netflix
Mar 24, 2016

#NetflixEverywhere Global
Architecture Mar 23, 2016

- J

Beyond DevOps: How Netflix Bridges
the Gap Jan 01, 2016

Cornelia Davis Talks about Software

Tranmntarrmmnatinn in CatAarmrinan
















LEARNINGS

Delivering value, not doing CD is your job

CD is a journey




TAKE AWAYS
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FREQUENCY REDUCES DIFFICULTY
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ver

ated infrasti




| feel like | want

to remove this
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the end.

Maybe we need
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journey slide?

INVOLVE THE WHOLE TEAM
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PARTING THOUGHTS...

You will look back on what you did later and see
how It could have been better

Focus on what Is not good now and improve that

Don’t be too critical but know that where you are
right now Is not the best place you could be

Don’t fear redesign, don’t fear rework, you’ll end
up doing it anyway




