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Single-machine pipeline
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e Distributed locking

e |ease term tradeoffs
o short vs long

e Use of leases in modern applications
o Leader election TTL (in etcd)
o Liveness detection
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Using leases for heartbeat

S curl http://server.com/v2/keys/foo —-XPUT -d \
value=bar -d ttl=300

S curl \

http://server.com/v2/keys/foo?prevValue=bar \
-XPUT -d ttl=300 -d refresh=true -d \

prevExist=true



"action":

"node": {
"createdIndex":
"expliration":

"key": ,
"modifiedIndex":
"ttl":

"value":

}
"orevNode": {...}



"action": "uodate”
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BlinkDB: Queries with Bounded Errors and
Bounded Response Times on Very Large Data

Sameer Agarwal’, Barzan Mozafari®, Aurojit Panda’, Henry Milner®, Samuel Madden®, Ion Stoica*?
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. Task decomposition
Baseline for correctness
Criticality Testing
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Distortion Model
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Timing Model
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